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Abstract—Von Mises-Fisher (vMF) Distribution is one of the most commonly used distributions for fitting directional data. Mixtures of vMF (MovMF) distributions have been used successfully in many applications. One of the important problems in mixture models is the problem of local minima of the objective function. Therefore, approaches to avoid local minima problem is essential in improving the performance. Recently, an algorithm called k-means++ was introduced in the literature and used successfully for finding initial parameters for mixtures of Gaussian (MoG) distributions. In this paper, we adopt this algorithm for finding good initializations for MovMF distributions. We show that MovMF distribution will lead to the same cost function as MoGs and therefore similar guarantee as the case of MoG distributions will also hold here. We also demonstrate the performance of the method on some real datasets.

I. INTRODUCTION

Von Mises Fisher (vMF) Distribution is one of the most commonly used distributions for fitting directional data. This distribution has been used extensively in many fields like biomedical imaging [1], speech processing [2], computer vision [3][4] and text mining [5]. In order to have a more flexible density model, one can use mixtures of von Mises-Fisher (MovMF) distributions. It has been demonstrated that MovMF is indeed improves the modeling power of vMF in application [6].

In addition to offering flexible density modeling capabilities, mixture models are extensively used in clustering [1][7][8]. Clustering methods segment the data into different components such that the data within each cluster have some similarity so that one would put them into one category. If we model the data within each cluster using a probability distribution, the whole data would have a mixture density form. In order to cluster each observation, we just need to compute the probabilities that this observation goes to different clusters and choose the cluster that maximizes this probability. Therefore, upon having a mixture density model fitted to the data, we have a principled way of clustering. Many clustering algorithms like the famous k-means method can be reformulated as mixture density modeling [9][10].

The performance of data clustering is dependent not only on how we represent the data (i.e. how we extract features from data) but also on which parametric density model we used to model the data within each cluster. One of the commonly used density models is the Gaussian distribution. Therefore, MoG densities have been used extensively in clustering. In this model, the assumption is that the data is scattered around a point (cluster center or equivalently the mean of the Gaussian density) in Euclidean space. However, for the cases where the extracted feature vector is directional [11][12] or when it is projected on the unit hypersphere to make it directional, then Gaussian density is not often the best density for fitting such data. In practice it has been shown that for such data, using a directional density model like vMF leads to improved performance of the clustering procedure [7].

Fitting mixture density to the data or equivalently clustering the data is known to be a hard optimization problem. If we are to minimize the main clustering objective, that is partitioning the data into different components such that the total distance is minimum, it is known that the problem is NP-hard even for special case of k-means objective [13]. Even if we relax the objective and change it to maximizing the log-likelihood of the mixture density, the problem still remains difficult. Since the objective function of mixture density has local minima, it is important to use procedures to avoid this problem. There are many approaches for solving local minima problem, look for example into [14]–[16] and references therein. K-means++ is one of the most effective initialization methods that has an interesting theoretical guarantee [17] and has been proved useful in applications [18][19].

In this paper, we show that the same improvement also holds for k-means++ used for initializing MovMF. This is done by showing that the cost function of MovMF can be reformulated to be expressed as k-means cost function. The difference is that the optimization problem of MovMF has a unit-norm constraint, but k-means++ interestingly satisfies this constraint and therefore the bound of k-means++ algorithm expressed in [17] holds also for MovMF. We examine through experiments on text data that the theoretical guarantee is validated by experimental results.

The rest of the paper is organized as follows. In Section II we review the material regarding vMF and MovMF distributions. We also examine the hard-clustered version of MovMF in this section. Section III explains the derivation of MovMF subject to the constraint that the concentration parameters of different mixtures are equal. Next, we present the k-means++ algorithm for MovMF and show that the same theoretical guarantee as of normal k-means objective also holds here. In Section V we demonstrate the performance of k-means++ initialization and compare it to random initialization. We finish our paper by a short conclusion.
II. BACKGROUND

A. MovMF

A d-dimensional random vector \( \mathbf{x} \) on unit hypersphere is said to be distributed according to vMF distribution, if its density is given by:

\[
p(\mathbf{x}; \kappa, \mu) = c_d(\kappa) \exp(\kappa \mathbf{\mu}^T \mathbf{x}),
\]

where \( \mathbf{\mu} \) is a unit norm vector called mean direction and \( \kappa \geq 0 \) is the concentration parameter. The normalization constant \( c_d \) is given by:

\[
c_d(\kappa) = \frac{\kappa^{d/2}}{(2\pi)^{d/2} I_{d/2-1}(\kappa)},
\]

where \( I_{d/2-1}(\cdot) \) is the modified Bessel function of the first kind and order \( d/2 - 1 \). Fig. 1 demonstrates the effect of the concentration parameter on the density.

Consider \( \{ \mathbf{x} \}_{i=1}^n \) to be the set of random samples, the log-likelihood of the data is given by:

\[
l(\kappa, \mathbf{\mu}) = \sum_{i=1}^n \log p(\mathbf{x}_i; \kappa, \mathbf{\mu}).
\]

Maximum likelihood solution for parameter \( \mathbf{\mu} \) is calculated by:

\[
\mathbf{\mu} = \frac{\sum_{i=1}^n \mathbf{x}_i}{\| \sum_{i=1}^n \mathbf{x}_i \|}
\]

and \( \kappa \) is the solution of the following equation:

\[
\frac{I_{d/2}(\kappa)}{I_{d/2-1}(\kappa)} = \frac{\| \sum_{i=1}^n \mathbf{x}_i \|}{n \bar{r}}.
\]

[8] showed that the following equation gives a pretty good approximation to the true \( \kappa \) solving the above equation:

\[
\kappa \approx \frac{\bar{r} d - \bar{r}^3}{1 - \bar{r}^2}
\]

Given \( \{ p_k(\mathbf{x}; \kappa, \mathbf{\mu}) \}_{k=1}^K \) to be \( K \) different vMF densities, a mixture of these \( K \) densities is given by:

\[
p(\mathbf{x}; \{ \kappa_k, \mathbf{\mu}_k, \pi_k \}_{k=1}^K) = \sum_{k=1}^K \pi_k p(\mathbf{x}; \kappa_k, \mathbf{\mu}_k),
\]

where \( \pi_k \geq 0 \) are component weights and sum to one. A common approach for finding ML solution for mixture densities is the Expectation-Maximization (EM) algorithm. This algorithm iterates between E-step and M-step till convergence. In E-step, the following weights are calculated:

\[
w_{ki} = \frac{\pi_k p(\mathbf{x}_i; \kappa_k, \mathbf{\mu}_k)}{p(\mathbf{x}_i; \{ \kappa_k, \mathbf{\mu}_k, \pi_k \}_{k=1}^K)}
\]

In M-step, the parameters \( \{ \kappa_k, \mathbf{\mu}_k \} \) are updated by maximizing the following weighting log-likelihoods:

\[
\{ \kappa_k, \mathbf{\mu}_k \} \leftarrow \arg \max_{\kappa_k, \mathbf{\mu}_k} \sum_{i=1}^n w_{ki} \log p(\mathbf{x}_i; \kappa_k, \mathbf{\mu}_k)
\]

and component weights \( \pi_k \) are updated by the following equation:

\[
\pi_k \leftarrow \frac{\sum_{i=1}^n w_{ki}}{n}
\]

Maximizing (2) is similar to the ML solution in the case of a single vMF distribution. Its solution is given by [8]:

\[
\mathbf{\mu}_k = \frac{\sum_{i=1}^n w_{ki} \mathbf{x}_i}{\sum_{i=1}^n w_{ki}},
\]

\[
\kappa_k \approx \frac{\bar{r}_k d - \bar{r}_k^3}{1 - \bar{r}_k^2},
\]

where

\[
\bar{r}_k = \frac{\| \sum_{i=1}^n w_{ki} \mathbf{x}_i \|}{\sum_{i=1}^n w_{ki}}.
\]

B. Hard-clustered MovMF

When using EM algorithm for training a mixture model, we can interpret the weights computed in the E-step as the probability that an observation goes to a particular cluster. Mathematically speaking, consider \( l = 1, \ldots, K \) be the label determining which component to be chosen and \( \pi_k = \pi(l = k) \) as the prior probability of different cluster labels, then the weights are actually equal to the posterior probabilities of data given cluster labels \( w_{ki} = \pi(l = k | \mathbf{x}_i) \).

If we assign each observation to the cluster that has the maximum posterior probability and then update the parameters, we obtain a method that maximizes the following hard-clustering objective [10]:

\[
\sum_{k=1}^K \sum_{i \in \mathcal{I}_k} \log \left[ \pi_k p(\mathbf{x}_i; \kappa_k, \mathbf{\mu}_k) \right],
\]

where \( \mathcal{I}_k = \{ i : l_i = K \} \) is a set containing the indices of data that go to cluster \( k \). Maximizing this objective is done by iterating between data assignment and updating the component parameters.

Assignment step:

\[
l_i = \arg \max_{k \in \{1, \ldots, K\}} \pi_k p(\mathbf{x}_i | l = k)
\]

Update step:

\[
\{ \kappa_k, \mathbf{\mu}_k \} \leftarrow \arg \max_{\kappa_k, \mathbf{\mu}_k} \sum_{i \in \mathcal{I}_k} \log p(\mathbf{x}_i; \kappa_k, \mathbf{\mu}_k)
\]

\[
\pi_k \leftarrow \frac{|\mathcal{I}_k|}{n},
\]

where \( |\mathcal{I}_k| \) is the cardinality of the set \( \mathcal{I}_k \).
III. MOVMF WITH EQUAL CONCENTRATION PARAMETERS

Similar to [7], we observed that forcing concentration parameters of different components to be equal ($\kappa_k = \kappa$) improves the clustering performance on the dataset we are investigating. This is because of the regularizing effect of this action, especially important for the cases where the size of the problem is large but the number of observations is small. Such is the case in many fields like data-mining where the size of features extracted from a text is very large.

When using the EM algorithm for training an MovMF in this case, the E-step and M-step for updating the $\pi_k$ and $\mu_k$ parameters stays the same. The only part that needs modification is the M-step for updating $\kappa$. To this end, we need to explain briefly how the EM algorithm is derived for fitting mixture models. In the EM algorithm, we compute a lower bound to the log-likelihood objective function and then we maximize this lower bound. E-step computes some weights in the expression for the lower bound [20]:

$$\sum_{k=1}^{K} \sum_{i=1}^{n} w_{ki} \log p(x_i; \kappa_k, \mu_k) \leq \log p(x; \{\kappa_k, \mu_k, \pi_k\}_{k=1}^{K}) + c,$$

where $c$ is a constant. M-step maximizes this lower bound. It is clear that when $\kappa_k$ are different, we obtain the M-step explained in the previous section. When $\kappa_k$ are equal, we have the following maximization problem for the M-step:

$$\kappa = \arg \max_{\kappa} \sum_{k=1}^{K} \sum_{i=1}^{n} w_{ki} \log p(x_i; \kappa, \mu_k).$$

Maximizing the objective function in the equation above, we obtain the following update rule similar to (1) for $\kappa$, wherein $\bar{r}$ is computed by:

$$\bar{r}_k = \frac{\| \sum_{k=1}^{K} \sum_{i=1}^{n} w_{ki} x_i \|}{n}.$$

IV. K-MEANS++ FOR MOVMF

K-means++ is a probabilistic initialization method that finds the data points that are far apart in the dataset but at the same time it avoids choosing outliers. In the case of MoG distributions, selected data points are used as the initialized mean of the Gaussian components. For the case of MovMF distributions, we would do the same, that is we select some data points that are distant and use them to initialize the parameter $\mu$ for different components.

In order to apply k-mean++ algorithm for the case of MovMF distributions, we need to define a distance function between different points on the unit hypersphere. Consider $\mathbf{x}$ and $\mathbf{y}$ to be two points on the unit hypersphere, we define their distance to be:

$$d(\mathbf{x}, \mathbf{y}) = \sqrt{2 - 2\mathbf{x}^T \mathbf{y}}.$$

The choice of this distance function will be clear later in this section. K-means++ will randomly choose a point from the data as the first cluster mean. The second point is chosen at random but with a probability proportional to the squared distance from the first point. For the $k$th point, the probability is proportional to the minimum squared distance from the previously chosen $k - 1$ points. K-means++ for MovMF distributions is summarized in Algorithm 1

For the case of MoG distributions with the Euclidean distance function $d(\mathbf{x}, \mathbf{y}) = \|\mathbf{x} - \mathbf{y}\|$, it was demonstrated in [17] that the k-means++ algorithm mentioned above, gives interesting expected bound on the objective function, while no such bound exists for random initialization. The objective function of k-means is equal to the hard-clustered MoGs, wherein we assume covariances and mixing probabilities to be equal.

In the following, we will show that the objective function of the hard-clustered version of MovMF with equal concentration parameters and equal mixing weight (which is termed spherical MovMF [8]) is equal to that of k-means algorithm. For spherical MovMF, we are maximizing the following objective function:

$$\sum_{k=1}^{K} \sum_{i \in \mathcal{I}_k} \mu_k^T x_i$$

subject to the constraints that all $\mu_k$ would lie on the unit hypersphere. We can replace the operation of maximizing the aforementioned objective function with minimizing the following cost function:

$$\phi = \sum_{k=1}^{K} \sum_{i \in \mathcal{I}_k} \|\mu_k - x_i\|^2$$

subject to the constraints that all $\mu_k$ would lie on the unit hypersphere.

The usual k-means algorithm tries to minimize the cost in (3) but without any constraint on $\mu_k$ and therefore the attainable cost is smaller than that of spherical MovMF. As stated beforehand, k-means++ provides expected bound to the objective function of k-means. Therefore a similar bound also holds in k-means++ for spherical MovMF. We summarize this discussion into the following theorem (the derivation for the case of normal k-means can be seen in [17]):

**Theorem 1.** Consider $\phi_{OPT}$ to be the minimum cost and $\phi$ to be the cost obtained by the k-means++ initialization, then the following bound exists for the expected cost:

$$E[\phi] \leq 8(ln K + 2)\phi_{OPT}$$
TABLE I. DIFFERENT TEXT DATASETS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Instances</th>
<th>#Features</th>
<th>#Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>NEWS20</td>
<td>18774</td>
<td>61188</td>
<td>20</td>
</tr>
<tr>
<td>REUTERS</td>
<td>8293</td>
<td>18933</td>
<td>65</td>
</tr>
<tr>
<td>CNAE</td>
<td>1079</td>
<td>857</td>
<td>9</td>
</tr>
<tr>
<td>TDT2</td>
<td>10212</td>
<td>36771</td>
<td>96</td>
</tr>
</tbody>
</table>

V. EXPERIMENTAL RESULTS

We evaluate the performance of k-means++ algorithm on several standard text datasets (NEWS20\(^1\), CNAE\(^2\), REUTERS\(^3\) and TDT2\(^4\)). Each data point is a document and there is an assigned label for each document showing the category it belongs to. The data points are vectors containing word-counts of the underlying document. A summary of these datasets are given in Table I.

Clustering performance observed when using raw-data without any preprocessing is low. A very common and strong representation of the data commonly used in data-mining community is term frequencyinverse document frequency (TF-IDF)\([21]\). Using this representation makes the data points of different categories more separate and significantly improves the performance. The TF-IDf of word \(t\) in document \(d\) from a document corpus \(D\) is defined by the following relation \([21]\):

\[
tf idf(t, d, D) = tf(t, d) \times idf(t, D),
\]

where term frequency \(tf(t, d)\) and inverse document frequency \(idf(t, D)\) are computed by:

\[
tf(t, d) = 0.5 + \frac{0.5 f(t, d)}{\max\{f(w, d) : w \in d\}}
\]

\[
idf(t, D) = \log \frac{\{|d \in D : t \in d\}| + 1}{N},
\]

wherein \(f(t, d)\) is the count of word \(t\) in document \(d\), \(|\{d \in D : t \in d\}|\) is the number of documents in which the word \(t\) appears and \(N\) is the total number of documents.

We are comparing k-means++ method against a random initialization which is often used in mixture modeling literature \([22]\). This random initialization assigns each observation randomly to one of \(K\) different clusters and then the parameters of the model are estimated using the assigned data. The metric used in the comparisons is the well-known normalized multi-information (NMI). Consider \(\Omega = \{\omega_1, \ldots, \omega_K\}\) to be the set of found clusters and \(C = \{c_1, \ldots, c_J\}\) be the set of true classes, then the NMI between these two sets is defined by the following equation \([21]\):

\[
NMI(\Omega, C) = \frac{I(\Omega; C)}{|H(\Omega) + H(C)|}/2,
\]

where multi-information \(I\) and entropy \(H\) is given by:

\[
I(\Omega; C) = \sum_k \sum_j \frac{|\omega_k \cap c_j|}{N} \log \frac{N|\omega_k \cap c_j|}{|\omega_k||c_j|}
\]

\[
H(\Omega) = - \sum_k \frac{|\omega_k|}{N} \log \frac{|\omega_k|}{N},
\]

\[
H(C) = - \sum_j \frac{|c_j|}{N} \log \frac{|c_j|}{N},
\]

1http://people.csail.mit.edu/jrennie/20Newsgroups/
2http://archive.ics.uci.edu/ml/datasets/CNAE-9
3http://www.cad.zju.edu.cn/home/dengcai/Data/TextData.html

Fig. 2. Performance comparison of different clustering algorithms on CNAE dataset. Blue plot shows the result of soft vMF with kmeans++ initialization, red plot shows the same results but for random initialization, green plot shows the result of soft vMF when concentration parameters are not equal and brown plot shows the result of hard vMF.

Fig. 3. Performance comparison of different clustering algorithms on REUTERS dataset.

where \(|\omega_k \cap c_j|\) is the number of documents that goes to cluster \(k\) and their true class is \(j\).

The results of NMI for different datasets are shown in figures\([23]\). In these figures, blue and red curves correspond to k-means++ and random initialization, respectively. These two curves are the results for the soft version of MovMF distribution and with equal concentration parameters. We observe that for the investigated datasets, making the concentration parameters equal always helps in improving the performance. However, for the sake of comparison we show the result of fitting MovMFs with non-equal concentration parameters which are shown by green curves in the figures. A different regularization strategy introduced in \([8]\) is to use an upper bound on \(\kappa_k\). We observed that making \(\kappa_k\) equal leads to significantly better results. Therefore, we are not showing the regularization method of \([8]\). In addition to these curves, we are showing the result of the hard-clustered version of MovMF plotted as brown curves.

Apparently for two of the four datasets (CNAE and REUTERS), k-means++ initialization improves the performance over random initialization. For NEWS20 dataset, both
initialization lead to similar results. Only for TDT2 dataset, random initialization has slightly better performance than the k-means++ initialization. For each number of clusters, 20 different initialization for both random and k-means++ were tested and the best NMI numbers are plotted in the figures. Although randomness exists in both initialization methods, since the behavior of initialization methods remain unchanged by the number of clusters for each dataset, we can infer that the efficacy of one initialization method over the other one is systematic and not because of chance.

In NEWS20 and CNAE datasets, the peak of NMI curve is about the true number of labels in the dataset corpus. While in REUTERS and TDT2, this behavior is not seen. We attribute this behavior to the unbalanced distribution of the number of datapoints in different classes. Fig. 6 shows this distribution for different datasets. As it is clear from this figure, only few components get the most of datapoints in REUTERS and TDT2 datasets. The objective function that we are optimizing for (i.e. log-likelihood) does not take into account the number of data within each cluster and only overall performance over all clusters is important for the objective. However, NMI measure looks for having good clustering results for each individual cluster. Therefore the observed behavior is predictable.

In order to further investigate the effect of distribution of datapoints, we create a new dataset by choosing only datapoints belonging to first 30 classes with highest number of data in TDT2 dataset. For this new dataset, we see that the performance is improved (see Fig. 7).

In all the previous plots, we observe that hard-clusters MovMF has pretty much similar performance as soft-clustered MovMF. The authors in [8] ran experiments for smaller dataset sizes by reducing the size of original datasets and observed that soft-clustered version works better than hard-clustered version of MovMF. The authors in [8] created a smaller version of NEWS20 dataset by selecting 100 documents randomly for each label. We created small-NEWS20 dataset by similar procedure and run clustering methods on it and the result is shown in Fig. 8. Unlike [8], we do not see performance decrease for hard-clustered MovMF. We attribute the reason of this difference to the kmeans++ initialization method exploited in the current paper.

As it can be seen from Fig. 8, random initialization has significantly lower performance that that of kmeans++ initialization. We observed the same behavior on other datasets. Therefore, we are postulating that the performance of random initialization is more dependent on the number of datapoints.
Fig. 8. Performance comparison of different clustering algorithms on Small-NEWS20 dataset.

VI. CONCLUSION

In this paper, we adopted k-means++ algorithm for finding good initial parameters for MovMF distributions. We showed that this algorithm has the same theoretical bound on the performance as the case of k-means++ objective. Since, we have extra constraint on the cluster centers to be on the unit hyper-sphere, the theoretical bound can be further improved.

We evaluated the performance of k-means++ initialization on four standard text datasets. We observed that only in one of these four datasets, random initialization leads to slightly better result. In one of four datasets, both initialization lead to similar results. For the other two datasets, k-means++ initialization improved the performance. From these observations, we recommend the strategy of trying several initialization using both random and k-means++ and then choosing the best result among them.
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